ELSEVIER

Journal of Pharmaceutical and Biomedical Analysis
17 (1998) 193-218

JOURNAL OF
PHARMACEUTICAL
AND BIOMEDICAL
ANALYSIS

Review article

Validation of bioanalytical chromatographic methods

C. Hartmann ', J. Smeyers-Verbeke ?, D.L. Massart **, R.D. McDowall ®

& Pharmaceutical Institute, Vrije Universiteit Brussel, Laarbeeklaan 103, 1090 Brussels, Belgium
® Department of Chemistry, University of Surrey, Guildford, Surrey GU2 5XH, UK

Received 5 May 1997; received in revised form 6 August 1997

Abstract

A strategy is discussed for the validation of chromatographic methods that are developed to quantify drugs in
biological matrices. Both the validation terminology and the hypothesis testing are briefly reviewed. The emphasis is
on the design of the experiments required to allow a reliable conclusion about acceptance or rejection of the
bioanalytical method. In particular, it is explained how to evaluate the calibration line, devise experiments to estimate
precision and bias and how to determine the stability of the analyte between the time of the sample collection and
the analysis of the processed sample. © 1998 Elsevier Science B.V. All rights reserved.
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1. Introduction

Owing to increasing interdependence among the
countries during the last few years it has become
necessary for the results of many analytical meth-
ods to be acceptable internationally. Conse-
quently, to assure a common (minimum) level of
quality, the need for and use of validated methods
has increased. Bioanalysis is one of the branches
of analytical science that requires method valida-
tion: for example without proving that the results

* Corresponding author.

! Current address. Novartis Pharma AG, Technical R&D,
Chemical and Analytical Development, Analytical Research
and Development, 4002 Basle, Switzerland.

of a bioequivalence study are based on a validated
method, such a study is nowadays meaningless
and will not be recognised by health official au-
thorities. For many bioanalytical chemists it is,
however, not obvious how to perform a reliable
method validation and how the requirements for a
regulatory submission can be reached in an eco-
nomical way which is still statistically correct.

In 1990, a conference was held in Washington
to discuss what a validation of bioanalytical
methods should consist of, i.e. which analytical
parameters (bias, precision, etc.) need to be docu-
mented to validate a method employed in
bioavailability, bioequivalence and pharmacoki-
netic studies in man and animals. Moreover for
some of these parameters minimum acceptance
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requirements were given. Although this was a
good start to standardise validation in bioanaly-
sis, several of the recommendations given during
this meeting and gathered in a conference report
[1] are subject to critique. The critique concerns
both the usefulness of some of the recommenda-
tions and the lack of advice for the practical
execution of a validation study.

Hartmann et al. [2] showed that with accep-
tance criteria for systematic and random error
(bias and precision) and an experimental design as
specified in the Washington conference report [1],
there is a relatively large probability to conclude
that the bias is not acceptable although the true
bias fulfils the minimum requirements. Even
worse, the probability is also large to adopt meth-
ods for the routine analysis that are in fact not
suitable for their intended purposes. During the
up-date meeting of this Washington conference in
Munich in 1994, it was moreover pointed out that
the indicated quality control requirements are not
satisfactory [3], which is a confirmation of the
work performed by Kringle [4]. Furthermore,
Hooper [5] illustrated by means of the specificity
requirements of the Washington conference report
[1], that there is in general a need for acceptance
requirements which are based on statistical con-
siderations. Otherwise it is not possible to deduce
from the validation results a reliable conclusion
on the acceptability (or non-conformance) of a
bioanalytical method and to guarantee a certain
level of quality for the methods that fulfil the
requirements in the Conference report.

An important shortcoming of the Washington
conference report and most other available guide-
lines is, that not enough attention is paid to the
experimental designs to be used. It is therefore the
aim of this paper to provide information to assist
an analyst in setting-up the validation experiments
and, at the same time, to provide guidance for a
sound statistical data evaluation. Since method
validation is too broad a field to be covered
accurately by a single paper, we will mainly focus
on the validation of quantitative chromatographic
methods with conventional detection systems used
in bioanalysis. (Additional validation activities
can, for example, be required when liquid chro-
matographic systems are coupled with mass spec-

trometers, LC-MS(/MS).) Special interest will be
given to the experimental designs for the determi-
nation of bias and precision, the evaluation of the
calibration model and stability studies. It is as-
sumed that pure analytical reference standards for
the analyte to be determined are available, an
assumption which influences the bias evaluation,
as discussed below in more detail.

2. Terminology

Before discussing how to carry out the valida-
tion experiments, it seems important to stress that
the validation in bioanalysis should not be consid-
ered as an isolated field. Work on method valida-
tion is going on in different analytical fields. Each
of them has of course its own characteristics and
problems. However, as it has already been
pointed out in the analysis of the Washington
conference report [2], it does not seem promising
to develop, for example, a validation terminology
to be used in bioanalysis alone, without reference
to other fields.

A harmonised validation terminology is the
minimum basis required for a discussion between
scientists of the same or different analytical fields.
A consensus on a common terminology for all
analytical fields is therefore required. For the
moment it is not yet possible to propose a valida-
tion terminology which is also in agreement with
the recommendations of important international
organisations such as ISO (International Organi-
zation for Standardization), TUPAC (Interna-
tional Union of Pure and Applied Chemistry) and
AOAC (Association of Official Analytical
Chemists), since differences exist between their
documents or draft documents.

For the validation of pharmaceutical drug for-
mulations the discussion on a consensus terminol-
ogy is relatively advanced. It is suggested to
follow in general the proposal elaborated for the
validation of drug formulations by the joint initia-
tive of the pharmaceutical industry and the regu-
latory agencies of the three major regulatory
authorities (the European Union, the USA and
Japan), the International Conference on Harmon-
isation (ICH). In this way, at least the pharma-
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Table 1

Performance characteristics to be considered during the validation of a quantitative method in bioanalysis

Method parameters
(adapted from [6])

Short description (based on [6])

Bias¢ Systematic difference between the true method mean and the true (reference) value

Precision Random error of the method

Repeatability

Precision measured under the best condition possible (short period, one analyst...)

Intermediate Preci- Precision measure of the within-laboratory variation due to different days, analysts, equipments, etc.

sion®

Capacity of a method to remain unaffected by small variations in the method parameters as could

(Robustness)
possibly occur during the normal use of the method (pH, mobile phase composition,...)
(Reproducibility) Precision measure determined by interlaboratory studies
Specificity® Ability to determine the analyte in presence of other compounds

Limit of detection®

Lowest sample concentration that can be detected

Limit of quantitation Lowest sample concentration that can be quantified with suitable bias and precision

Linearity
Range®
Stability

Ability of the method to obtain test results which are proportional to the concentration in the sample
Concentration interval within the method has a documented suitable performance
Absence of an influence of time on the concentration of the analyte in a sample

Remarks to Table 1 [6]:

2 In cases where the reproducibility has been performed, intermediate precision is not needed.
® Lack of specificity of an analytical procedure could be compensated by other supporting analytical procedure(s).

¢ May be needed in some cases.
Our remarks to Table 1:

4 Accuracy: difference of individual values from the ‘true’ or ‘assigned’ or ‘accepted’ value; Trueness: difference of an average for
a group of individual values from the ‘true’ or ‘assigned’ or ‘accepted’ value; Bias: ‘long term’ or expected difference from an average
of many groups of individual values from the ‘true’ or ‘assigned’ or ‘accepted’ value [7].

¢ Is defined as the concentration range in the measurement samples and not as the concentration range of the calibration standards.

ceutical industry would apply the same definitions
and speak the same validation language. An
adapted version of this terminology is given in
Table 1.

In Table 1 we have adopted the AOAC termi-
nology instead of that used by ICH for the de-
scription of systematic error. Although AOAC
and ISO do not agree on the exact definition of
‘accuracy’, they both agree that accuracy is the
combination of systematic and random error
components, whereas the estimate of the pure
systematic error should be indicated with ‘bias’
[7,8]. It seems preferable not to use at all the term
‘accuracy’ [9] or to consider, as AOAC does, the
terms ‘accuracy’ and also the less frequently used
term ‘trueness’ as estimates of the bias [7] ob-
tained under defined conditions, in the same way
that ‘repeatability’ and ‘intermediate precision’
are measures of ‘precision’ obtained under specific
conditions [7,8].

Discussions are going on in the field of pharma-
ceutical analysis to additionally evaluate the ‘ro-

bustness’ of a method. This becomes important
when one laboratory develops methods, which are
then transferred to other laboratories, as de-
scribed, for example, by Brooks and Weinfeld
[10], but also when a method will be used over a
longer period of time and small changes in the
application of the method are likely to occur. A
systematic investigation of parameters which need
to be carefully controlled (= robustness testing)
reduces the probability of having problems during
the routine application of the method. It is there-
fore, also in bioanalysis, useful to evaluate the
robustness in such cases.

The term ‘reproducibility’ is reserved [6—9] for
interlaboratory studies. For completeness, ‘repro-
ducibility’ is still mentioned in Table 1 as in a
former draft of the ICH [11]. However, in bio-
analysis it does not seem necessary to perform
systematic interlaboratory studies when an inter-
mediate precision measure has been evaluated.
According to ISO [8], intermediate precision mea-
sures can further be classified. Depending on the



196 C. Hartmann et al. /J. Pharm. Biomed. Anal. 17 (1998) 193-218

Table 2

Errors related to the hypothesis that the analytical method is not biased

Real situation Decision

Test method accepted, since considered not biased

Test method rejected, since considered biased

There is no bias

There is a bias Type II error Probability =

Correct decision Probability = 1 —« (Confidence level) Type I error Probability = o (Significance level)

Correct decision Probability = 1—f (Power)

factors investigated, specific M-factor different in-
termediate precision measures are evaluated. A
one-factor different intermediate precision mea-
sure (i.e. M = 1) is, for example, determined when
the precision is measured over a longer time pe-
riod by one operator with only one equipment.
This measure is called ‘time-different intermediate
precision’.

In bioanalysis, it is suggested to add ‘stability’
to the ICH list of the parameters which are to be
evaluated. The stability of an analyte in biological
matrices is a much more critical factor than it is
for pharmaceutical drug formulations and this
fact is in practice more and more taken into
account. Notice that the term stability is also
specifically considered in the validation strategy
for bioanalytical methods which is currently pre-
pared by the French group SFSTP (Société
Frangaise  des  Sciences et  Techniques
Pharmaceutiques).

To avoid confusion it should be noted that ICH
makes no difference between the terms ‘selectivity’
and ‘specificity’ [6], an approach which has, how-
ever, been subject to the critique of Vessman [12].

3. Hypothesis tests

The validation experiments are usually analysed
statistically and this eventually requires hypothe-
sis tests. It is not as evident as it might seem,
which hypothesis should be tested. There are two
fundamentally different approaches that are possi-
ble. Let us consider as an example the evaluation
of the bias. (The reason for including this section
in the paper is that many bioanalysts come from a
biological background with little theoretical
knowledge of statistics who are often not aware of

the reliability of a conclusion taken based on the
significance of a given statistical test.)

One can follow the classical approach of point
hypothesis testing, as, for example, applied in the
well documented validation approach for the
analysis of pharmaceutical drug formulations by
the French group SFSTP [13]. The null hypothesis
tested is that there is no bias, i.e. that the bias is
zero. A method is declared free of bias and ac-
cepted when there is not enough statistical evi-
dence that the method bias is significantly
different from zero. This means that one only
pays attention to the probability to wrongly de-
cide that there is a bias when in fact there is none
(a-error, Table 2). However, it is more and more
frequently recognised that a small bias should not
lead to rejection of the method. This is certainly
true for bioanalysis.

According to the Washington conference report
[1], the maximum bias for a method should be
< +15% (and at the limit of quantitation < +
20%). How such acceptance limits should be
taken into account during the data evaluation is,
however, not specified. Frequently, one tests the
hypothesis that there is no bias and when the test
indicates a significant bias one simply compares
the estimated bias with the limit value, e.g. + 15%
(£ 20%). The probability of obtaining a bias esti-
mate < + 15% has been calculated for several
combinations of true bias and precision [2]. This
study indicated that an evaluation based on this
approach is not reliable. The latter therefore can-
not be recommended. Hypothesis testing as de-
scribed in the next paragraph should be preferred.

The other approach uses statistics as they are
applied for the evaluation of bioequivalence stud-
ies. As one of the major purposes of bioanalysis is
to carry out pharmacokinetics, one might as well
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apply the same statistical approach. This was
recently studied for analytical method validation
[14]. The hypothesis testing is based on the philos-
ophy that the f-error needs to be fixed. In terms
of the evaluation of the bias, the f-error is the
probability of concluding that there is no bias,
when in reality the method is biased (Table 2).
The f-error clearly is at least as important as the
a-error in a method validation context. To fix the
p-error, the bias estimate must be tested against
the acceptance limits. This can be done by per-
forming interval hypothesis testing and reformu-
lating in an appropriate way the (classical) null
and alternative hypotheses [14]. A method then is
accepted when the probability is satisfactory that
the true method bias lies within specified accep-
tance limits (e.g. the + 15% (4 20%) limits of the
Washington conference report [1]). This second
approach is now also preferred by the SFSTP
group in their draft document on the validation of
bioanalytical methods.

The decision on what hypothesis testing ap-
proach is preferred needs to be taken by consen-
sus. For the moment point hypothesis testing is
much more popular. The recommendations that
follow will therefore mainly consider this classical
way of hypothesis testing, although we consider
this approach fundamentally less suitable. Some
possibilities and consequences of applying interval
hypothesis testing will, nevertheless, be mentioned
in the following sections.

4. Strategy for validation

Validation can be defined as the process of
documenting that the method under consideration
is suitable for its intended purpose. In this defini-
tion two aspects should be stressed. The first is
that any decision must be written down, i.e. one
must be able to provide documented evidence that
the conclusion is correct. In general one should
have statistical reasons for the acceptance (or
rejection) of a method. The second is, that the
required extent of a validation must only go as far
as it is needed for the goal of the application of
the method, for example, depending on the stage
of drug development [15-17]. This means that

only the analytical parameters need to be vali-
dated that are of importance for the routine appli-
cation. Only a minimal number of validation
experiments are, for example, performed for the
first toxicological trials, whereas for bioequiva-
lence studies it is crucial both to exactly know the
method performance and to reach tighter require-
ments than in the beginning of the method valida-
tion in order to limit the number of subjects
required for a reliable conclusion. This documents
that the extent of a validation is not only influ-
enced by safety considerations but also by reasons
of benefits and costs. As mentioned above, it
makes sense, therefore, for example, to add stabil-
ity to the list of Table 1, whereas it will not be
necessary to document the reproducibility of a
candidate method in many cases. Analogously,
the imposed acceptance requirements should be
based on what is needed for the intended applica-
tion. Specifying minimum requirements either on
general or on in-house consensus [16] can provide
a guideline. Care has, however, to be taken by a
bioanalyst not only to consider the imposed mini-
mum requirements, but to make sure that the
aims of the future study can be reached with a
feasible workload.

A full method validation requires a rather high
workload and should therefore only start when
promising results are obtained for the explorative
validation performed during the early drug devel-
opment phase, i.e. when the preliminary experi-
ments indicate that the required quality (for
precision, range, etc., see below) will be reached
[15]. The latter experiments are very important to
give insight in the possibilities and limitations of
the analytical method. It is, for example, recom-
mended to verify that a sufficient resolution can
be reached between closely eluting substances.
The main focus during this early stage of the
validation should then be on the study of the
calibration range in order to provide the basis to
select an appropriate calibration model and to
define the concentration range within which it is
likely that the method will satisfy the acceptance
requirements. It is suggested to consider rather
many calibration levels with only a limited num-
ber of replicates and to mainly visually evaluate
the experimental data (see Section 5.5.). A first
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Table 3

Simplified experimental set-up for an ideal validation situation of quantitative chromatographic methods to be used in one

laboratory (for details see text)

Parameters to be validated

Experimental approach for an ideal situation

Calibration model/linearity
Precision®: repeatability and (time different) intermediate
precision

Bias®

Specificity
Limit of quantitation (LOQ)

(Assay) Range
Stability

Robustness

One sequence of all experiments

Four evenly spread levels x nine independent replicates [26]
Three concentrations

Eight days x two independent replicates [8]

Evaluation from experiments performed to document the
method precision

Combined with the bias evaluation

First guess from linearity experiments, confirmation by
precision and bias experiments

Deduced from the precision and bias experiments

Two concentrations (top and bottom of bias and precision)
Approximately four test conditions

About six replicates for ‘fresh’ and ‘stability’ samples
Recommended for methods for long-term use and/or
interlaboratory use. Depending on the number of factors to be
evaluated, fractional factorial, or Plackett-Burman design
[59,60].

2 Forms basis for on-going quality assessment of precision and bias as the method is applied in routine.

(coarse) estimate of precision and the quantitation
limit(s) of the analytical method (see also below)
can be deduced from replicate measurements of
the calibration standards and the results of these
experiments can be used to define the calibration
range to be considered further (see, for example,
the SFSTP approach for bioanalytical methods).

Based on the results obtained during the ex-
ploratory validation, it then is recommended to
follow a certain validation strategy to take all the
performance criteria appropriately into account
and to document during the full validation that
the expectation (e.g. about the calibration model)
and the specific acceptance requirements on the
method (e.g. on the precision) are fulfilled. The
evaluation of all these experiments allows then to
exactly formulate the analytical procedure as it is
to be applied in routine, i.e. not only to indicate
the preparation of the reference standards and
reagents, the design and the formulae of the cali-
bration function but also to specify how long and
at which conditions a sample may be stored prior
to analysis. For the validation, the following se-
quence of experiments is suggested (Fig. 1). This
approach tries to make maximum use of resources

in the laboratory. If a method fails to meet the
acceptance criteria, using this scheme the analyti-
cal procedure will be rejected quickly. It should,
however, be noted that a specific experimental
situation can require a deviation from the pro-
posed sequence of the validation experiments.

A simplified summary of the experiments of
such a full method validation is presented in
Table 3. Details of the proposed statistically
sound designs as well as the evaluation of the
experiments performed are discussed below. At
first sight the number of experiments recom-
mended, might seem to be unusually high. It
should, however, be realised that efforts made
during the validation phase will be recompensed
while running the method routinely. On the one
hand, more knowledge is available about the per-
formance of the method and critical steps of the
procedure can be improved before applying the
method in routine. On the other hand, bottlenecks
of the analytical method that are realised during
the thorough validation can efficiently be solved,
since the person having the broadest knowledge of
the procedure, the developer of the method, is
confronted with the problems and not the ana-
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( Method development and

) Preliminary validation experiments

optimisation

No

No

No

Promising
results?

Linearity
(Calibration model)

Reduce
range, change
odel?.

Precision
. Bias
Dilution steps,
change sample
volume ? W

Specificity

No .
Requirements LoQ
fulfilled ?
Range
Requirements "\ & ]
fulfilled ? o~
LOD

Stability (in sample matrix)

Yes

Robustness Long term use?

v

Final description of analytical procedure

199

Fig. 1. Bioanalytical method validation. Strategy for the full validation of quantitative chromatographic methods to be used in one
laboratory (for details see text).
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lysts performing the routine analysis who might
be unfamiliar with possible alternatives to the
different steps of the analytical procedure.

5. Linearity and selection of the calibration model

5.1. Definition

The term linearity is generally accepted, but
not very clear. According to the ICH-definition
‘the linearity of an analytical procedure is its
ability (within a given range) to obtain test re-
sults which are directly proportional to the con-
centration (amount) of analyte in the sample’
[6].

This definition can be interpreted in two
ways. The linearity study can be considered as
being part of the bias investigation, if it is under-
stood as being the linear relationship between
found and known concentrations, e.g. [15]. The
linearity can, however, also be considered as be-
ing the study of the calibration line, as discussed
in the validation methodology of the ICH [18].
The former approach should be included in the
bias study as such. If the bias is acceptable, the
linearity in that sense is then also acceptable. It
is more useful to limit the evaluation of the
linearity to the verification of an assumed cali-
bration model. We will follow this second inter-
pretation.

5.2. Model selection

As mentioned above, the selection of the cali-
bration model should be done during the early
method validation. It must be pointed out that
the selection of the calibration model is crucial for
the quality of bias and precision that can be
reached with a given method during the routine
application [19-22]. According to the Washington
conference report [1] the response function should
be represented either by a graphical technique or
by an algorithm. Since the latter can be evaluated
more extensively, namely visually and statistically,
the evaluation of a mathematical function will be
discussed further.

5.3. Problems in bioanalysis

For many bioanalytical methods the concentra-
tion ranges are usually rather broad, e.g. 1-100,
1-1000 [23] or even wider. In broad calibration
ranges even relatively small deviations from an
assumed model, e.g. a straight line, can lead to
substantial errors in the predicted concentrations
at the extremes of the calibration range. The
analysis is also complicated, because there are
often interactions with matrix components. The
calibration lines are, therefore, usually prepared
in the sample matrix [23]. It must be mentioned
that the precision of the calibration line then in
general is worse than the precision of a calibration
line based on aqueous standards and that this
affects the time-different intermediate precision of
the method [24]. Nevertheless, accepted practice in
bioanalysis is to prepare standard curves in bio-
logical matrix and to compare like with like.

5.4. Sequence of the linearity evaluation

The principles of evaluating a calibration func-
tion in bioanalysis are similar to other fields and
are for all models alike. Both the behaviour of the
variance and the goodness-of-fit of the model
must be documented. The following evaluation
steps are recommended as soon as one has an
indication that the precision at the intended con-
centration levels will be acceptable [3]: (1) selec-
tion of the design during the exploratory
validation or the early phase of the full method
validation; (2) performing the experiments; (3)
visual evaluation of the selected model; (4) purg-
ing the data from outliers; (5) defining the be-
haviour of the variance over the calibration range;
(6) statistically testing the model fit.

Since the selection of the design is influenced by
the needs for a reliable evaluation, we will start
with the recommendations for the data evaluation
(see also Fig. 2) and discuss the experimental
designs in the context of the statistical testing.

5.5. Visual evaluation

Frequently the visual evaluation is merely based
on the classical regression plot alone. However, to
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(o]
Residual plot
Recompute calibration
line
Yes . .
Visually: Stah§ucally.
outliers ? outlier test
No
Yes
umber of outliers
acceptable?
Change or adapt
measurement
procedure

Visually:
heteroscedasticity ?

Statistically:
heteroscedasticity ?

Weighting / —
Transformation

Visually: No

model fit ok?

Try to reduce the
calibration range

Statistically:
model fit ok?

l Continue validation )

Select more complex
calibration model

Fig. 2. Flowchart for the evaluation of the calibration function (adapted from reference [3]).

detect more easily deviations from the assumed
model one should preferably also evaluate the
residual plot. (A residual is the difference between
the measured and the predicted response for a

given calibration standard.) Deviations from the
expected homogeneous pattern of the residuals
around zero can give hints of a lack-of-fit of the
model or of outliers in the replicates at one level.
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The residual plot also provides an indication how
the measurement variance changes with concen-
tration ( = variance function) (see also references
[3.25]).

5.6. Outliers

Most statistical tests to examine the behaviour
of the variance and the goodness-of-fit of the
assumed calibration model require that the data
are normally distributed. This can hardly be
tested, but is usually true when the data are not
affected by outliers. For the regression analysis
one must make a clear distinction between ‘regres-
sion outliers’, i.e. outliers with respect to the
model, and outliers in the replicates at one con-
centration level.

It is expected that the regression outliers will be
detected while testing the goodness-of-fit of the
model. Only outliers in the replicates will there-
fore be discussed here, i.e. aberrant values in the
group of measurements performed at one concen-
tration level. A possible approach to detect out-
liers, recommended in a recent ISO document [8],
is to apply the single and paired Grubbs’ outlier
tests. The removal of outliers is a two-step pro-
cess. First one screens for values that are signifi-
cant at o = 5%, so-called stragglers [§8]. If a reason
is found (e.g. a transcription or a spiking error),
that does not affect the remaining measurements
[25], the values may be corrected or discarded.
These values should otherwise be retained for the
calculations unless they are also significant at the
1% significance level, i.e. when they are considered
as ‘outliers’. More than four replicates are re-
quired to reliably detect stragglers by the single
Grubbs outlier test and even more than six repli-
cates are needed for the detection of pairs of
stragglers [26].

Not only the elimination of possible outliers
should carefully be considered, also the total
number of outliers must be controlled. The fre-
quency of outliers is informative to show if the
method works well. Penninckx et al. suggested to
accept no more than two stragglers during the
evaluation of the calibration model [26]. One
could also reason that when outliers occur in the
calibration line, large errors are also likely to

occur in the analysis of the samples and that
therefore, one should not allow outliers at all. A
general consensus on how to handle outliers
would be useful. Anyway, if many values are
outlying the reason should be looked for and the
experiments should be repeated.

5.7. Behaviour of the variance

When the assumed calibration model has been
re-calculated without the identified outliers, the
variance over the calibration range should be
evaluated, since the latter can influence the calcu-
lations required for the verification of the good-
ness-of-fit of the model. The simplest regression
model is the usually applied ordinary least squares
model, which is not forced through the origin.
This (default) model is based on the assumption
that the variance is constant. When this assump-
tion is not fulfilled, the regression calculations
become more complex (see below). It is therefore
important to check that the measurement variance
is constant ( = homoscedasticity), i.e. that it does
not change with concentration (=
heteroscedasticity).

Many bioanalytical procedures are het-
eroscedastic but often with a constant relative
standard deviation (R.S.D.), which means that the
standard deviation proportionally increases with
concentration. To detect this type of heteroscedas-
ticity it is suggested to compare the variances at
the highest and the lowest (non-zero) concentra-
tion level by means of a one-sided F-test («x = 5%)
[3,26,27]. Heteroscedasticity then is detected more
reliably by the F-test than by alternative tests
such as the Cochran, Hartley or Bartlett’s tests
[26]. Another possibility for detecting het-
eroscedasticity would be to apply the randomisa-
tion test proposed by Penninckx et al. [26].

When heteroscedasticity is confirmed and the
calibration range cannot be reduced, weighting
factors must be determined which are inversely
proportional to the variance at the given concen-
tration level, e.g. weighting factors equal to 1/C or
1/C?, where C is the concentration [3,28]. Alterna-
tively, the variance function must be evaluated
[29] or the data can be transformed [3]. To evalu-
ate if the weighting factors (or the transforma-
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tion) are satisfactory it is recommended to evalu-
ate visually the residual plot of the weighted (or
the transformed) calibration line, before applying
again the F-test on the weighted residuals (or on
the residuals of the transformed data).

5.8. Goodness-of-fit

For the evaluation of the goodness-of-fit of a
calibration model, one must first decide on the
number of concentration levels and the number of
replicates per level to be studied. For this evalua-
tion it is from a statistical point of view best to
concentrate the experiments at few levels and to
have a high number of replicates per level as it has
already been described for the detection of out-
liers, to document homoscedasticity of the mea-
surements and to determine weighting factors [26].
It depends on the complexity of the calibration
model how many levels and replicates are actually
needed and which statistical tests are optimal.
However, independent of the results of the ex-
ploratory method wvalidation, several replicates
should be performed. It should also be noticed
that a design as described in the draft document
on bioanalytical method validation by the SFSTP,
with several calibration standards at the lower
concentration levels but only a single level at a
high concentration cannot be recommended, since
this highest calibration standard has too large an
influence on the least squares line and the statisti-
cal analysis. Once a model has been established
during the early validation phase, the number of
calibration standards can be reduced for the fur-
ther validation experiments and the routine analy-
sis (see Section 5.10.).

For most chromatographic methods it is ex-
pected that the data can be explained by a straight
line relationship. From the point of view of the
statistical evaluation (f-error considerations) it is
best to consider only three (evenly spaced) con-
centration levels, even for calibration ranges of
1-1000. To provide a possibility for a preliminary
evaluation of a second degree model when the
simple straight line is not acceptable, it has been
recommended to study four concentration levels
[26]. Moreover it has been suggested to analyse
nine replicates at each of these levels, which

means that a total of 36 samples should be
analysed [26] (see also Table 3). This is, of course,
rather much and it would be good to have a
consensus on how thorough one has to be. How-
ever, analysing only duplicates, e.g. as suggested
by Lang and Bolton [30], cannot be recommended
from practical and statistical points of view, since
there are not enough data to detect reliably out-
liers and it might not be possible either to deter-
mine reliably weighting factors. Furthermore, it
should also be stressed that the runs of the valida-
tion experiments should reflect the way the labo-
ratory intends to use the method and then the
analysis of many samples is not unusual.

After performing the experiments and the
above described evaluation steps it has been pro-
posed to verify that a second degree model does
not fit the data better [26,27]. The latter can be
done by demonstrating that the second order term
is not significantly different from zero (two-sided
t-test, o =5%). A complementary or alternative
evaluation of the goodness-of-fit of the linear first
order model is based on the ANOVA (analysis of
the variance) lack-of-fit test [25,26]. Although it is
often done [24], it should be stressed that a cali-
bration model cannot be validated by the correla-
tion coefficient [32]. Notice also that it is not
necessary that the straight line passes through
zero, unless a single point calibration is intended
for the routine application. The straight line
model should therefore not be forced through
Zero.

For heteroscedastic measurement methods, al-
ternative calibration models should be evaluated
using the same original data but weighted or
transformed (see Section 5.7.). The lack-of-fit of
the model can again be studied with the ANOVA
lack-of-fit test [3,25,26].

If the assumed straight line model is not accept-
able over the whole intended range, one should
evaluate whether it might be possible to reduce
the calibration range (so that the assumed model
might be applicable), since it is best to opt for the
simplest model possible consistent with the Con-
ference report [1]. Otherwise one can preliminary
evaluate a second degree model when at least four
concentration levels are represented. More com-
plex models than second order should, however,
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be avoided because the parameters of such models
are less precisely estimated (or the workload
increases).

When from the exploratory validation or from
the experiments described above, there is a fair
indication that a second degree model is required,
it is recommended to evaluate this as follows.
Calibration standards should be analysed at least
at four concentration levels. However, it has been
recommended to consider then seven levels evenly
distributed over the calibration range [26]. To
keep the workload still feasibly low it is suggested
to unevenly distribute the total number of obser-
vations over the levels and to perform nine obser-
vations at the extremes of the calibration range
and at each of the five intermediate levels only six
observations (i.e. a total of 48 separate samples)
[26]. ANOVA can be performed to study lack-of-
fit.

5.9. Linearity experiments

To reliably test a calibration model all calibra-
tion standards must be prepared and analysed
independently (Table 3), since a representative
estimate of the measurement variance is required.
Care must also be taken to analyse all standards
randomly and to perform the chromatographic
analysis in the shortest time possible (one se-
quence, Table 3). Therefore, the often followed
practice of using the calibration experiments to
obtain an estimate of an intermediate precision
(see reference [23]), unfortunately, cannot be rec-
ommended. Moreover the experiments should be
performed by a single analyst, who is familiar
with the analytical procedure. In practice this is
usually the method developer or a member of the
team who has developed the method.

Additionally to the above indicated experiments
one should also analyse at least one matrix blank
to confirm that the matrix blanks are pure and
that there is no interfering impurity in the mobile
phase nor in the reagents used. The results of
these blanks should, however, only visually be
evaluated and not be considered for the calcula-
tions (see Section 5.8.). Notice that blank samples
should not only be run during the method valida-
tion but also during the routine analysis, e.g. a

blank for each subject of a bioequivalence study
(see also Section 7.).

5.10. Design for routine application

5.10.1. Model

Once the model is validated, the number and
the distribution of the calibration standards often
need to be adapted to reduce the workload for the
routine analysis but to still reach the acceptance
requirements for bias and precision [3,22,24].

According to the Washington conference re-
port, a minimum of five to eight calibration stan-
dards should be considered. Hill et al. [22]
suggested the following default distribution of
eight calibration standards (JLOQ (Limit of
Quantitation, see Section 8.) =1, top standard =
100]). The second calibration standard close to the
lower extreme of the range provides a large prob-
ability to quantify almost all samples measured
[3].

0, LOQ, concentration twice the
LOQ, 5, 10, 20, 40, 80, 100

Notice that the concentration zero (a blank) is
only used to visually verify the purity of the
reagents but that its result is not considered for
the calculations. From a statistical point of view
there is no reason to have so many levels, once the
calibration line has been shown to be linear. The
design with duplicate analyses of four concentra-
tions (and one blank):

0,2xL0Q,2x10,2x502 x 100 would also
allow a good estimation of the calibration line, be
more practical and the replicates can be used to
detect a gross outlier if this were to be present
(Section 5.10.2.).

It should be noted that the calibration design
selected for the routine application must then be
applied for all further validation experiments.
Otherwise, the estimates for bias and precision
(see Section 6.) are not realistic, since the calibra-
tion line can influence the intermediate precision
estimates and the bias estimates [24].

5.10.2. Outliers

During the routine application usually no or a
few replicates of the calibration standards are
analysed. Consequently it is more difficult to trace
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outliers and to decide on the importance of a
measurement response lying far from the calcu-
lated line. Any test to be used must also be simple
and quick to be practicable.

When replicates of the calibration standards are
analysed it is possible to evaluate the maximum
difference between the replicates against the so-
called repeatability limit [33]. For duplicate analy-
sis, this limit is defined as 2.8 times the estimated
repeatability standard deviation. If the difference
is larger, the detailed recommendations of ISO
can be followed for the further evaluation [33].

It does not appear useful to simply evaluate the
percentage difference of each calibration point to
the regression line separately [34]. Depending on
the precision of the measurements, the deviation
of the measured from the predicted response can
be rather high even for a perfect method perfor-
mance. Besides, a relatively high measurement
response for one standard may correct for a rela-
tively low one of another so that the calibration
line itself is not necessarily affected.

A possible approach could be to compare the
regression coefficients of the usually applied
(weighted) least squares calculations with the ones
of a robust regression line, e.g. Least Median of
Squares [35]. The term ‘robust’ means that the
regression line is less affected by outliers. Criteria
for acceptance have not been developed for chro-
matographic methods at this time. A possibility is,
however, to follow a strategy similar to the one
worked out for AAS (atomic absorption spectro-
metric) methods [36]. The quality of a calibration
line is judged by the quality coefficient (QC) and
when this quality is acceptable (in AAS, e.g. a QC
equal to 5%), the line is accepted. Otherwise the
Least Median of Squares approach is applied to
identify possible outliers and after removal of
these aberrant values ordinary least squares is
applied on the remaining data ( = reweighted least
squares).

Another possible approach, which seems both
practicable and acceptable, is to evaluate the ab-
sence of outliers and the appropriateness of a
daily calibration line indirectly by the results ob-
tained with quality control samples. Care must,
however, be taken to use a control procedure
based on the quality of the analytical procedure

and not simply to follow the approach outlined in
the Washington conference report [1]. The latter is
not sensitive enough to detect a performance
change of the analytical procedure because it is
not related to the quality of a given method
[3,4,37]. This shortcoming is remedied by the ap-
proach that was recently discussed by Selinger
[38]. The number of independently prepared qual-
ity control samples needed and their acceptance
criteria are determined depending on the sample
size of the batch and on the percentage defectives
considered acceptable.

Again, outliers should not be rejected blindly
without examining whether an assignable cause
for the outlier(s) can be found and the total
number of rejected outliers needs to be controlled,
too.

5.11. Null hypotheses tested

All recommendations given in this section fol-
lowed the usual approach of point hypothesis
testing. The null hypothesis of the outlier tests is
that the suspected value is part of the normal
variation of the data, i.e. that there is no (non-
random) effect. It makes sense to focus on the risk
not to reject too many ‘good’ values, since other-
wise the measurement variance is underestimated.
For outlier tests this null hypothesis seems there-
fore to be appropriate.

Usually one would like to demonstrate that the
data are homoscedastic, although from a study
performed by Horwitz et al. [39] an effect of the
concentration on the precision is to be expected.
Moreover by testing the homoscedasticity of the
data as described, the risk is not controlled to
conclude that the variance is constant when in
fact there is heteroscedasticity. Despite this cri-
tique, this approach is acceptable, since a small
deviation from homogeneity of the variances will
hardly affect the ANOVA lack-of-fit test when the
sample sizes of the groups to be pooled are nearly
equal [40].

The use of the point hypothesis F-test (in the
ANOVA lack-of-fit) in the evaluation of the lin-
earity should, however, be questioned. Here, it
would probably be more appropriate to base
one’s conclusion not only on the statistical signifi-
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cance but to consider also the practical relevance
of a detected deviation. On the one hand, for
many determinations a sufficient approximation
to the true sample concentration may be reached
(i.e. an acceptable bias) even when there is, for
example, a slight curvature in an assumed linear
first order model. On the other hand, a poor
measurement precision can mask an important
lack-of-fit of the assumed calibration model. Con-
sequently one should rather take into account
acceptance limits for a departure from the calibra-
tion model. This can be evaluated in several ways.
One can, for example, estimate the bias intro-
duced by the regression model by comparing the
concentration of the calibration standards with
those predicted from the model. If the deviation
still falls within acceptable limits, one would de-
cide to adopt the model anyway. For the evalua-
tion of the calibration model, it seems therefore
more useful to apply the above mentioned ap-
proach of interval hypothesis testing.

6. Precision and bias

When the results of the linearity study are
acceptable one can start to evaluate the precision
and the bias. Both are important performance
characteristics used to decide on the acceptance of
a method. Consequently, the minimal require-
ments imposed by regulatory agencies concern
mainly these two parameters. The Washington
conference report [1] also only specifies limits for
precision and bias.

Sometimes the recovery is considered as an
additional parameter as recovery can be measured
in the same experiments as precision and bias. In
the draft of the SFSTP on bioanalytical methods
it is, for example, stated that recovery experiments
are important during the exploratory validation
and might indicate that further method develop-
ment is required. It is, however, not obvious
which acceptance requirements should be im-
posed. In general, it is most important to reach a
reproducible recovery, which is high enough to
satisfy the requirements of detecting and/or quan-
tifying low sample concentrations, even when the
recovery itself is low [5]. There seems therefore no

need to require a minimum recovery of, e.g. 70%
as used by Braggio et al. [15]. Eventually the
recovery is reflected by the bias (and the specific-
ity) of the method and, therefore, during the full
validation, it is considered sufficient to evaluate
the bias.

6.1. Sequence of the evaluation

The steps for the evaluation of precision and
bias data are similar to the ones described in the
section on linearity. After setting up the experi-
mental design and carrying out the experiments, it
is recommended to visually evaluate the data scat-
ter. Depending on the design selected for the bias
evaluation (details see Section 6.4.) a more sophis-
ticated visual evaluation can, for example, be
based on box plots [41], when several replicates
are available at a given concentration level (see
Fig. 3), or on a plot proposed by Bland and
Altman [42] when several samples are measured
with each of two methods (see Section 6.4.3.).
After the statistical evaluation, the results for
precision and bias must be compared with the
imposed acceptance requirements. The validation
is either continued or the test method is rejected
since it requires further development.

In this section again the usually applied point
null hypothesis will be considered. However, it is
recommended to consider also the f-error when
setting up the experimental designs to reduce the
risk to accept methods that do in fact not fulfil
the imposed quality requirements.

6.2. Precision estimates

As the concentration ranges are usually rather
wide in bioanalysis, it is necessary to document
the precision, at least, at three concentration lev-
els, namely near the lowest level where quantifica-
tion is required, the median level (or simply the
middle of the range) and near the highest concen-
tration expected in the measurement samples. The
extent of the evaluation of the different precision
estimates (repeatability, M-factor—different in-
termediate precision measures and reproducibil-
ity) depends on the purpose of the method. For
many bioequivalence studies it is sufficient to
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LEVEL [ng/ml]

900

Fig. 3. Examples of box plots. Several replicates (n = 6) are performed at each of the studied three concentration levels. There is a
tendency of an increase of the spread of the measurement responses (heteroscedasticity) and an outlier in the data (O) at the

concentration level 500 ng ml —!.

consider the repeatability and the time-different
intermediate precision. In these situations it is
suggested to analyse during eight days at least two
replicates from the same sample pool (Table 3).
The data of each concentration level are evaluated
by a one-way ANOVA [24,31]. The suggested 8
days x two replicates are in line with the ISO
recommendations [8]. This design is more bal-
anced than the more classical designs with a com-
parable total number of observations (e.g. six
replicates x 3 days), i.e. the degrees of freedom
are similar for both the repeatability and the
time-different intermediate precision (seven for
days, eight for repeatability in the eight x two
design and two for days, 15 for repeatability in
the six x three design). The 8 days x two repli-
cates design requires more experiments and work
than the five determinations per concentration
level suggested in the Washington conference re-
port [1]. However, increasing the quality of the
validation experiments helps to avoid problems
later during the routine application of the
method. Furthermore, for methods that do not
reach the imposed quality requirements the
eight x two design allows to identify more reliably
the precision component (e.g. repeatability and/or
time-different component) that is responsible for
the unacceptable overall precision [24].

If one wishes, more factors can be evaluated,
such as the effect of the sample preparation step,
different operators, etc. It is then recommended to
perform the experiments according to a fully
nested design [8]. Such a design is, for example,
performed when each of three operators analyses
over 4 days two replicates each. A practical appli-
cation of a fully nested design has, for example,
been described by Yang et al. [43].

The reproducibility evaluation of the method
should (when required) only start after comple-
tion of the full validation in one laboratory and
preferably robustness tests should be performed
first (see Section 12.). Reproducibility is deter-
mined in interlaboratory studies. These studies
should be performed according to available guide-
lines, such as those of ISO [8].

6.3. Precision experiments

Which samples should be measured depends
mainly on their availability. To obtain realistic
estimates of the precision (and also of the bias, see
Section 6.4.) it is, however, always necessary to
analyse independently prepared samples that were
taken through the whole procedure and to per-
form the measurements in a random order.
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Table 4

Overall a*-error of an experimental design with several statistically independent tests each applied at « = 5%

Overall a*-error in %

Three levels =3 Four levels =4 Five levels =5
tests tests tests

Six levels = 6 tests

Seven levels = 7 tests  Eight levels = 8 tests

14.3 18.5 22.6 26.5

30.2 33.6

6.4. Approaches for the bias evaluation

Several situations are possible which influence
the experimental set-up for the evaluation of the
bias. Notice that a bias estimate calculated from
the mean of observations analysed during only
one day can be strongly influenced by the daily
calibration line. Consequently, the latter should
be avoided and the bias should be estimated from
the average concentration of samples that have
been analysed with several calibration lines.

6.4.1. Evaluation of spiked samples

When blank matrix is available which can be
homogeneously mixed with the reference stan-
dard, one can prepare relatively large pools of
spiked samples at the three above mentioned con-
centration levels and combine the bias estimation
with the experiments performed for precision
(Table 3).

The bias can statistically be evaluated by means
of independent z-tests or by regression analysis.
Both approaches have their advantages and limi-
tations for a given experimental design.

6.4.1.1. t-Tests. The most important drawback of
a data evaluation by multiple independent z-tests
is that the «-error which is related to the conclu-
sion about acceptance of the test method in-
creases. For independent tests this increase of the
effective a-level, o*, can be approximated by:

ax~[1—(1—a) (D

with k, the number of levels studied and o, the
significance level of the individual tests.

Suppose, for example, that one intends to eval-
uate the bias at k=38 levels with independent
t-tests each at o =5%. One then runs a risk of

concluding in more than one third of all cases that
the bias is not acceptable at one of the levels
studied when in fact there is no real bias (overall
o* =33.6%; Table 4). This increase of the effec-
tive o-error makes the decision about acceptabil-
ity of a method more complex. Suppose that for a
method satisfactory results are obtained at all but
one concentration level. When this level is one of
the boundaries of the investigated range, one will
probably conclude that the method is not accept-
able at this lowest or highest concentration level
studied and that the (assay) range (see Section 9.)
must be reduced. However, when tests at interme-
diate concentration levels indicate a significant
bias, it will often not be concluded that the
method performance is only satisfactory at certain
concentration levels and the significant test result
will be ignored. Without increasing the number of
samples to be analysed, two approaches are possi-
ble to avoid these problems. The significance lev-
els at which each of the individual tests are
performed can be reduced by the so-called Bon-
ferroni correction [44] or the number of levels and
therefore the number of tests performed must be
limited. Since not only the «-error increases when
several tests are applied but also the probability to
accept a method with an in fact not acceptable
performance ( = f-error; Table 2), the second ap-
proach should be preferred.

The increase of the error-levels is substantial
when more than three to four tests are performed
to come to an overall conclusion [45]. Conse-
quently, the application of more than four inde-
pendent ¢-tests should be avoided. When only one
(or a few) of the tests performed indicate(s) a
significant bias, it is suggested to repeat the inde-
pendent 7-tests at the adapted a-levels (Bonferroni
correction). This allows to verify whether the
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results still are significant and the test method
therefore probably biased or whether the signifi-
cant test result might be due to the increased
overall o*-error.

The sample size needed at each test level de-
pends on the precision, on the magnitude of bias
that needs to be detected (i.e. on the acceptance
limit for the bias) and on the selected acceptable
o- and f-errors. When one individual test is
performed at « = 5%, the sample sizes needed can
be read from the ISO graphs [46]. To detect, for
example, a bias twice as large as the known
standard deviation by means of one two-sided
independent ¢-test (a = 5%, f = 10%), three repli-
cates need to be analysed. This number increases
to ten when the measurement standard deviation
and the bias to be detected are of the same
magnitude.

6.4.1.2. Regression analysis. For the bias evalua-
tion by regression analysis it is also recommended
to limit the number of concentration levels stud-
ied and to have many replicates per level, al-
though this approach is less affected by the
number of levels studied [47]. When the regression
line between the predicted concentrations and the
known concentrations used to spike blank matrix
is calculated, a straight line relationship is ex-
pected with a slope not significantly different from
1 and an intercept not significantly different from
0. Visually, one should evaluate the regression
plot as well as the residual plot. The statistical
evaluation of the coefficients of the ordinary least
squares line can give valuable information, since a
bias in the slope (= proportional bias) is fre-
quently due to matrix effects and a bias in the
intercept ( = constant bias) can usually be as-
cribed to blank problems. For the detection of a
proportional bias the number of data points re-
quired to detect a given true bias with given o-
and f-errors, depends on the ratio of bias and
precision and increases in an inversely propor-
tional way with the variance of the sample con-
centrations in the measurement range [47]. The
relatively large ranges usually considered in bio-
analysis [23] are therefore an advantage in this
case. This means also that for comparable ranges
and precision the workload to detect a given bias

is similar (Table 5a). A drawback of the regres-
sion analysis is, however, that the probability of
detecting a constant bias is also affected by the
mean concentration of the samples analysed
(Table 5b) [47]. As shown in Table 5, the sample
sizes required for the detection of a constant bias
is larger than that for a similar proportional bias.
The differences become important when the mean
of the range is shifted from zero. It has, therefore,
been suggested to perform additionally a 7-test at
the extremes of the measurement range to verify
the absence of bias [3].

Owing to the correlation of slope and intercept,
the individual confidence intervals for slope and
intercept do not overlap completely. It is therefore
recommended to evaluate the deviations from the
expected slope 1 and intercept 0 not only by
individual tests, but also by the joint test pro-
posed by Mandel and Linnig [48]. With this joint
test a more reliable conclusion (= smaller f-er-
ror) is possible when a specified bias must be
detected with a given total number of measure-
ments or alternatively less experiments need to be
performed to reach a given f-error.

6.4.2. Standard addition

For some compounds (e.g. for certain endoge-
nous compounds) no blank matrix is available.
The bias can then be evaluated by the method of
standard additions. A sample pool is divided in
sub-samples of equal volumes, which are spiked
by adding a constant, small volume with an in-
creasing amount of analyte. A necessary condition
is that homogeneous mixtures can be prepared.
The standard addition line then is the line calcu-
lated between the measurement responses and the
known added concentrations. When the calibra-
tion standards are not matrix-matched it is then
possible to evaluate the bias by comparing the
slopes of the standard addition line and the cali-
bration line.

It is suggested to consider three concentration
levels for both lines. The number of measurement
points required to detect a given true bias by
comparing the slopes of both lines can be calcu-
lated for given a«- and f-errors as proposed by
Penninckx et al. [49].
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Table 5

Sample size required for the bias detection by ordinary least squares regression analysis®

Concentration Range Levels p<5%

(a) Total number of observations required for the detection of a proportional bias of 10%, o = 5% and f as indicated

1-10 3 30
6 42
1-100 3 21
6 30
1-1000 3 21
6 30
100-1000 3 30
6 42
100-10 000 3 21
6 30

B<10% £<20% B <40%
24 18 12
36 30 18
18 15 9
24 18 12
18 12 9
24 18 12
24 18 12
36 30 18
18 15 9
24 18 12

(b) Total number of observations required for the detection of a constant bias of 10% of the mean of the range, « = 5% and

p as indicated

1-10 3 45
6 60
1-100 3 36
6 48
1-1000 3 33
6 42
100-1000 3 45
6 60
100-10 000 3 45
6 60

36 27 18
48 36 24
30 21 15
36 30 18
27 21 15
36 30 18
36 27 18
48 36 24
36 27 18
48 36 24

@ Known measurement standard deviation (o) of 10% of the mean of the range and three or six levels, evenly distributed over the
range. Equal number of replicates at each level. Calculations based on ref. [47].

For a second order model it is more difficult to
compare two lines. As for the linearity evaluation,
more concentration levels need then to be consid-
ered than for a straight line relationship. For the
data evaluation it has been suggested to apply a
linearization procedure so that eventually straight
lines can be compared [49].

With the standard addition approach it is not
possible to detect a constant bias. The latter is,
however, not a limitation for certain drug interac-
tion studies. When a constant bias has to be
evaluated one can use reference materials with
known concentrations. Certified reference samples
are, however, not always available. The constant
bias must then be evaluated by a method com-
parison study (see Section 6.4.3.).

6.4.3. Method comparison

Method comparison is the bias evaluation pro-
cedure of choice when it is not possible to spike
blank matrix homogeneously or when no blank

matrix is available. It is then the only way to
determine a possible constant bias component.
Other situations where a method comparison
should be performed are the evaluation of the
method performance after a method transfer be-
tween two laboratories or when one wants to
introduce an alternative to a well-established
method.

It is recommended to analyse several replicates
at each of the above defined three concentration
levels. In any case, one must consider samples
that are representative for the whole measurement
range of the future study. The data are evaluated
by t-tests or by regression.

6.4.3.1. t-Tests. For the detection of a given true
bias between two measurement means by indepen-
dent z-tests, the number of replicates required can
be estimated from the ISO graphs [46]. Assuming
that test and reference method have the same
precision, at least six replicates have to be
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Table 6

Number of data points required for the detection of a proportional bias of 10% by orthogonal least squares analysis when the slope

is tested individually*

Concentration Range Levels p<5% £ <10% £ <20% £ <40%
1-10 3 18 15 12 9
6 24 24 18 12
1-100 3 12 12 9 6
6 18 18 12 12
1-1000 3 12 9 9 6
6 18 18 12 6
100—-1000 3 18 15 12 9
6 24 24 18 12
100—10 000 3 12 12 9 6
6 18 18 12 12

2 Known measurement standard deviation (o) of 5% of the mean of the range for both methods. Equal number of replicates at each
of three or six levels, evenly distributed over the range, « = 5% and f as indicated. Calculations based on ref. [47].

analysed with both methods to detect a bias twice
as large as the known measurement standard de-
viation by means of one independent z-test (o =
5%, p = 10%). When more than two and certainly
when more than four concentration levels are
considered for the bias evaluation it is suggested
to perform a regression analysis (see Section
6.4.3.2).

When samples are analysed each by a test and
a reference method one could perform a paired
t-test to evaluate the bias. Such a paired design
has the advantage that a large diversity of samples
(e.g. due to inter-individual differences, different
concentrations,...) can be evaluated in an econom-
ical way.

The assumption underlying the paired ¢-test is,
that the differences between the data pairs follow
a normal distribution. This means that there may
only be a constant but not a proportional bias
and that the data must be homoscedastic. The
former is in general not known before performing
the comparison and for bioanalytical methods the
latter is often not fulfilled. In the relatively large
ranges considered in bioanalysis, a violation of
these assumptions increases the number of data
pairs required to detect a given bias in compari-
son with a situation with fulfilled test assumptions
[45]. Therefore it is suggested to evaluate such a
paired design by regression analysis, when it is not
known whether the assumptions of the paired
t-test are, at least approximately, fulfilled.

6.4.3.2. Regression analysis. For method compari-
sons both regression variables are the results of
measurements. Both are therefore subject to error.
Since one of the key assumptions of the ordinary
applied Least Squares (LS) regression calculations
is that the x-variable is error-free, LS should not
be applied and the orthogonal least squares re-
gression line must be calculated instead [50]. Care
must be taken to consider sample sizes that make
it probable to detect a relevant bias (i.e., that the
p-error is low). Formulae have been proposed to
estimate the sample sizes required to detect a
specified proportional or constant bias with given
o- and f-errors by testing slope and intercept
individually [47]. Some examples for sample sizes
required are shown in Table 6. The data evalua-
tion of the orthogonal regression analysis is
analogous to the one described above for LS. The
data should first be evaluated visually [51] and the
regression coefficients should not only be evalu-
ated individually, but the joint test on slope and
intercept should be performed to increase the
probability to detect a real bias [47].

6.5. Advantage of interval hypothesis testing

It should be reminded that the recommenda-
tions made to limit the f-error to a certain level
are not required when the bias is evaluated
against specified acceptance limits by interval hy-
pothesis testing. With the latter the safeguard
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against too large f-errors is already built in,
because the tests are performed at a fixed f-error.
This explains also why the interval hypothesis
approach is considered in the SFSTP draft for
bioanalytical methods.

When acceptance limits are not reached, the
bioanalyst must decide if the requirements were
not met due to too large a bias or due to too small
the sample size and, therefore, a too low precision
of the bias estimate.

7. Specificity
7.1. State of the art

In bioanalysis often many substances (endoge-
nous substances, metabolites, degradation prod-
ucts, co-administered drugs, etc.) can potentially
interfere in the determination of the analyte of
interest. The extent of the specificity experiments is
mainly determined by the application of the
method, but also by the instrumental technique
used.

Several validation documents (e.g. [1,8]) only
require six different sources of blank matrices to
be analysed. One must demonstrate that there is
no interference in the chromatographic region of
the analyte and, if used, of the internal standard.
Sometimes, however, a certain percentage of con-
taminated samples or a certain level of interference
expressed as percentage of the expected measure-
ment response, e.g. of the expected maximum
concentration C,,,,, is considered acceptable [5].

7.2. Critique on the current practice

Suppose that it is accepted that during a pro-
posed study of 20 samples up to 10% of the
samples may be contaminated. To reach a 94%
probability of detecting in at least two samples
(i.e. in 10%) an interfering substance during the
validation, a true contamination incidence of 21%
is required [5]. With a lower contamination inci-
dence, that, however, still is larger than the al-
lowed 10% there is a large risk that less than two
samples will be detected to be contaminated. Ow-
ing to these large sample sizes required to reach a

high probability of detecting an interferent, it can
be deduced that the probability of detecting an
interference is rather low when only six blanks are
analysed. Accepting an interference level in blank
samples which is related to the results of future
analyses gives problems, too, since these values
(e.g. the C,,,,) are often not yet known during the
validation phase.

7.3. Recommended approach

For the evaluation of the specificity against
known possible interferents, the following ap-
proach is recommended. A method that lacks
specificity results in a systematic error, a bias.
Recalling that usually a certain (limited) bias can
still lead to acceptance of the method, the specifi-
city of the method is sufficient as long as the bias
is not affected to a relevant extent (see also refer-
ence [52]). It seems therefore more sensible to
judge the specificity of a method on the resulting
bias and to include the experiments to document
the method specificity in the bias evaluation (Table
3).

In general it can be expected that the extent of
interference increases with the concentration of the
interferent, although there are exceptions [53].
Therefore, it is assumed that the largest influence
of an interferent will be noticed at the lowest
analyte concentration. Consequently, to evaluate
the specificity against substances which are ex-
pected to be present and could possibly interfere,
it is suggested to spike the lowest concentration
level of the samples for the bias evaluation with
the highest expected concentration of the possibly
interfering substance (e.g. co-administered drugs)
and to document whether the bias still reaches the
acceptance limits.

A difficult situation occurs when one needs to
investigate the specificity against substances which
are usually present in the sample, so that no
matrix free from interferent can be used. The
results obtained with a matrix pool spiked with a
high concentration of the suspected interferent
then are compared with the ones of a pool which
contains an average level of the suspected interfer-
ent, i.e. some kind of method comparison study
needs to be performed [53].
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However, one does not only need to investi-
gate known likely interferents, one should also
exclude that any other substance would inter-
fere. Documenting the specificity against sub-
stances of indeterminate origin, which are
always present or present only in a limited num-
ber of samples (e.g. due to circadian rhythms),
is more complex. The latter is additionally com-
plicated, when the calibration standards are pre-
pared in the matrix, as it is usually done in
bioanalysis [23]. Since it is impossible to test
against all possible interferences, a compromise
needs to be found between the workload and
the attempt to unequivocally establish the spe-
cificity of the analytical procedure. It is sug-
gested to spike different sources of blank
matrices (say about 20) with the lowest concen-
tration of the analyte that needs to be
quantified. Each of these samples should then be
analysed by the method under consideration and
additionally also with an already validated
method or at least with a different analytical
procedure. Based on the comparison of the two
series of results the specificity (the bias) of the
newly developed method can then be evaluated
(see also Section 6.4.3.).

8. Quantitation limit (LOQ)

The information obtained during the evalua-
tion of the bias and the precision (see Section
6.) gives the basis to specify, the (lower) limit of
quantitation ((L)LOQ). Some organisations, e.g.
IUPAC [54], require only an evaluation of the
precision but not of the bias at the LOQ. Since
at all other levels where quantification is in-
tended one must document precision and bias, it
seems more sensible that at the LOQ also both
parameters are evaluated. The level of quality
which is needed at the LOQ depends on the
goal of the analysis. If the requirements are not
fulfilled at the tested concentration one can eval-
uate a higher concentration level which still
complies with the concentration range require-
ments for the method. Otherwise one must go
back to the method development. To avoid this
latter inconvenience, in the draft on bioanalyti-

cal method validation of SFSTP, it is recom-
mended to evaluate the LOQ during the
exploratory validation phase (even when at this
time usually no bias experiments are performed).
In the SFSTP approach, the LOQ then is, to-
gether with the calibration model, the main
point investigated.

9. (Assay) Range

Since any extrapolation should be avoided,
not only the lowest but also the highest concen-
tration in a sample that can be quantified with
suitable precision and bias (sometimes called the
upper limit of quantitation, ULOQ) needs to be
indicated. The interval between these two ex-
treme concentrations defines the (assay) range. It
should be stressed that the assay range must not
coincide with the concentration range of the cal-
ibration standards. In bioanalysis, it is quite
usual to dilute or up-concentrate, since the con-
centration differences in the measurement sam-
ples can be extremely large. Such a dilution (or
up-concentration) must of course be carefully
validated as well. To clarify, the assay range
then corresponds to the interval between the
lowest sample concentration (before up-concen-
tration) and the upper limit (before dilution) for
which it has been documented that the quality
of the method precision and bias is acceptable
(Table 3).

10. Detection limit (LOD)

If needed, one can investigate at which con-
centration the analytical procedure allows to de-
tect (but not necessarily to quantify) the analyte,
i.e. the limit of detection (LOD) can be evalu-
ated. According to the ICH [6] it is in general
not necessary to evaluate the detection limit for
quantitative methods, because most interest is
given to determine the lowest level at which
quantification is possible (LOQ, see Section 8.).
Since it can also become useful to know the
LOD for quantitative methods (e.g. for a phar-
macokinetic study) it will be discussed briefly.
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10.1. Theory

The detection limit expressed in response units,
Lp, is defined as [31]:

Lp = py + kay, 2

where u,, represents the response of the blank
which is estimated as ., the mean blank signal
(s =0 for blank-corrected signals) and &, the
true standard deviation of the blank measure-
ments estimated by sy,.

The corresponding detection limit expressed in
concentration units, xp, then is obtained for
blank corrected signals as:

Xp = kspi/b, 3)

with b,, the slope of the calibration line.

A multiplication factor k=3 is generally con-
sidered minimal. This implies for a normal distri-
bution and a known standard deviation of the
blank (o) a risk o of 7% to conclude that the
analyte is present when it is absent (false positive
decision) and a risk f of 7% to conclude that the
analyte is absent when it is present (false negative
decision). This can be understood from the fact
that with « =0.07 and f =0.07 (both one-sided):

k=z,+z;=15+15=3 4)
10.2. Limitations

10.2.1. Representative samples

It should be stressed that it is important that
the LOD is evaluated with representative blank
samples. When possible the precision of the blank
measurements should be determined from a blank
matrix. When no analyte-free matrix is available
and when it cannot be prepared by chemical
degradation or enzymatic conversion [16], the
LOD is sometimes estimated from reagent blanks.
It is, however, likely that the LOD then is
underestimated.

10.2.2. Number of samples

Generally, the standard deviation of the blank
measurements, o, is not known and only an
estimate, sy,, is available. The uncertainty in the
estimation of the standard deviation can be taken

into account using ¢-values instead of the z-values
of the standardised normal distributions. This
practice, which is recommended in a recent docu-
ment by TUPAC [54], is, however, usually not
applied. Moreover there is no consensus on the
number of replicate measurements to include in
the estimation of the variability of the blank, sy,.
Sometimes the standard deviation of the blank is
estimated from the residual standard deviation
determined for the calibration line or from the
standard deviation of the y-intercept [6].

An additional complication which is almost
always neglected is, that for the transformation of
Ly into xp by Eq. (3), the random error in the
slope b, should be taken into account [54]. This
means that the LOD estimate cannot be consid-
ered as a constant for a given method, but that
the LOD will differ from day to day within the
instrument and that it will differ as well from
instrument to instrument.

10.2.3. Chromatographic methods

For chromatographic methods, there are addi-
tional problems to estimate the LOD. Currently
the LOD is estimated from a certain ratio (in
general three) of the analyte response, measured
in peak height, to the maximum fluctuation of the
background noise measured over a certain dis-
tance (20 times the peak width at half height)
[13,55,56]. However, for bioanalytical methods of-
ten many peaks occur even in blank matrices.
These peaks can interfere with the background
noise and lead to an overestimation of the noise
amplitude and consequently also of the LOD.
This approach is therefore not appropriate for
bioanalytical methods. Moreover, it cannot be
taken for granted either that the peak height is the
optimal decision basis. The determination of the
sample concentration is frequently based on the
response measured as peak area. Since blank sam-
ples do usually not give measurable peak areas,
one cannot apply the procedure recommended by
IUPAC [54]. For a CE (capillary electrophoresis)
method, used for the determination of mineral
elements in food and botanical materials, it has
therefore been suggested to spike reagent blanks
at (or to consider real samples of) a low concen-
tration level, e.g. the LOD as estimated from the
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approach based on the peak height. Replicate
analyses are performed and the concentration
corresponding to three times the standard devia-
tion of the peak areas is then considered as the
LOD [43].

All these limitations and problems indicate
that there is a need for a consensus on how to
determine the LOD for bioanalytical methods to
make possible a comparison of the LOD results
of different laboratories.

11. Analyte stability in the matrix

When the above described experiments fulfil
the acceptance requirements and when it is
known what is actually feasible with a given
method, the analyte stability in the matrix can be
evaluated. Of course, one must avoid that the
above described experiments are affected by not
stable reagent solutions and/or a possible insta-
bility of the solutions ready to be injected (case
(ii), see below). The latter stability experiments
should therefore be performed as early as possi-
ble during a validation or appropriate precau-
tions must be taken into account to avoid that
the validation experiments are affected.

The stability of the analyte is often critical in
biological matrices even during relative short
time periods. Degradation is not unusual even
when all precautions are taken to avoid specifi-
cally known stability problems of the analyte
(e.g. light protection). It is, therefore, important
to verify that there is no relevant degradation
between the time of the collection of the samples
and their analysis that would compromise the
results of the study. It should also be stressed
that important differences of the stability of a
substance can exist in corresponding matrices of
even very close species. Unfortunately no guid-
ance is provided how the stability should be in-
vestigated.

11.1. Test conditions
In the Washington conference report, it is rec-

ommended to establish the stability of the ana-
lyte in the biological matrix at the intended

storage temperature and to study the influence of
thaw-and-freeze cycles [1]. A possible degradation
of the analyte should, however, also be con-
trolled in other situations. It seems advisable to
investigate the following stability conditions
(Table 3):

(1) The benchtop stability of the analyte in
the matrix at ambient temperature (i.e. the stabil-
ity of the analyte before processing a sample) to
decide if a preservative regime has to be included
in the sampling procedure,

(i) The stability of the analyte in the final
extract during the anticipated maximum analysis
time and the time needed to repeat the analysis
(if enough volume is available), which, for auto-
matic injections, can often be up to 24-48 h,

(iii)) The stability of the analyte during three
(or more) thaw-and-freeze cycles (a cycle consist-
ing, for example, of thawing the sample, letting it
stand during 1 h at ambient temperature and
freezing it for at least 24 h), and

(iv) The (long-term) stability of frozen samples
prior to the analysis.

11.2. Experimental design

Timm et al. have proposed to compare the
results of the samples that were processed
through the stability conditions with reference
samples [57] and to evaluate the data by interval
hypothesis testing. The practicability of this ap-
proach has been confirmed, e.g. by Hooper [5].
This means that the stability study is the only
part of method validation where the need for
interval hypothesis testing has been recognised
and where it is actually applied in practice in a
few instances.

The number of levels to be evaluated depends
on the concentration range of the method. For
all cases mentioned above, the stability should at
least be documented at the extremes of this range
(Table 3). To allow a reliable conclusion with a
still feasible workload, it is recommended to eval-
uate the stability only for the largest time the
samples would possibly be stored. This means
also that one should only evaluate the stability
after the last thaw-and-freeze cycle and that there
is no need to evaluate the stability after each
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cycle. Only for a rather long storage period prior
to the analysis, e.g. a long-term storage of 6
months, it may be preferable to include an evalua-
tion at an intermediate time point in order to
assure that the stability can be guaranteed at least
during a certain period. Another possibility is to
start additionally a short stability study of, e.g. 2
months at the same time as the full long-term
study.

The number of replicates required must be de-
termined according to the imposed requirements,
which should depend on the goal of the study. A
minimum of six replicates seems, however, in any
case sensible (Table 3). Recently it has, for exam-
ple, been proposed that the concentration ratio
for stored and reference samples should be be-
tween 90 and 110%, whereas the 90%-confidence
interval of this concentration ratio should lie
within the acceptance interval 80—120% [5]. Timm
et al. [57] suggested to test a possible degradation
only against a lower acceptance limit situated at
—10% from the mean concentration calculated
for the reference samples.

In principle two sample preparation approaches
are possible. Either ‘fresh’ reference samples are
prepared the day of the analysis, or all samples
are prepared the same day, but the reference
samples are stored in liquid nitrogen or in a
freezer at temperatures < — 130°C. It has been
documented by Dadgar et al. [58] that any degra-
dation is (almost) stopped under these conditions.
Despite the high costs, the latter approach is
therefore always recommended when real samples
are analysed with a critical stability. Care should
also be taken to store the stability samples in the
same type of container as intended for the routine
application to take into account, e.g. possible
interaction effects with the container walls. Fur-
thermore, reference and ‘stored’ samples should
be analysed in a random order and in the shortest
time possible.

The data are again visually evaluated, at least
by a scatter (or a box) plot and, if indicated,
outlier tests are performed. After comparing the
precision of the ‘stored’ and the reference samples
by an F-test, one statistically evaluates the stabil-
ity by interval hypothesis testing [14,57].

12. Robustness

The robustness evaluation is not mentioned in
the Conference report [1] and it is not considered
in most validation guidelines. However, consider-
ing the amount of time wasted for problem-solv-
ing during a routine application, robustness
testing has certainly an impact for bioanalytical
methods that are used over longer periods of time
and/or in different laboratories (Table 3). In con-
trast to the method development where one looks
for the optimal method conditions and therefore
needs to screen a larger experimental region, dur-
ing the validation phase only the effects of small
changes in the experimental conditions need to be
studied by robustness tests. The latter experiments
are aimed at defining the steps of the established
and validated analytical procedure that need to be
controlled carefully during the routine application
in order to generate good quality data. For ex-
traction steps one should, e.g. evaluate the influ-
ence of slight changes in the pH, in the ionic
strength or in the volume mixture of the organic
and the aqueous phase, an important factor for
evaporation steps is the temperature whereas for
chromatographic methods the effect of slight
changes in the mobile phase composition, in the
pH of the buffer, in the ambient temperature and
in the detection wavelength could be investigated.
In the field of pharmaceutical applications, ro-
bustness studies have, e.g. been described by Van-
der Heyden et al. [59,60].

13. Linking validation and routine application

It should be reminded that the effort of a
method validation is undertaken to guarantee
during the routine analysis a quality of the mea-
surement data as needed for the given application.
For the moment, however, a validation is too
frequently considered as an additional burden im-
posed by regulatory agencies and far too rarely
one tries to include the knowledge gained during a
validation in (the quality control of) the routine
application. Only one point shall be mentioned
here. Considering the same concentrations for the
quality control samples as studied during the vali-
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dation experiments for precision and bias, facili-
tates the on-going assessment of precision and bias
as the method is applied. It helps, for example, to
specify acceptance limits for a run that really reflect
the quality of the method used. The estimates of
the bias and the precision measures can, for exam-
ple, be used to determine the initial limits of the
control charts, such as already mentioned by Lang
and Bolton [30], so that a reliable control is
possible from the first run of the routine analysis.
At this moment the time spent on defining appro-
priate requirements with respect to the specifica-
tion limits is re-paid as well, since only then it is
possible to routinely reach a required quality level
with an acceptable proportion of falsely accepted
and falsely rejected runs (see f- and w«-error in
Section 3. and the proposal by Selinger [38]).

14. Conclusion

It is necessary to plan the validation study and
its evaluation in detail before starting the experi-
ments. The goals of the bioanalytical method and
minimum requirements imposed by official organ-
isations must be taken into account and balanced
with the statistical needs on experimental designs
that allow a reliable conclusion about the quality
of the data produced. Despite the progress made
during the last years, the knowledge of the best
practices possible is still missing for several steps of
the validation. In many areas, it is necessary to
decide on a compromise between the quality of the
statistical decisions (particularly the f-error to be
expected) and the workload required. It would be
useful to achieve a consensus on such
compromises.

The terminology should be harmonised and a
consensus is also needed on how to take into
account minimum acceptance requirements, such
as, for example, those for bias and precision
specified during the Washington conference in
1990 [1]. The use of interval hypothesis tests seems
to be recommended in this context.

It is realised that proper method validation
requires a lot of work. However, this effort is
re-paid by the time saved when running the method
routinely.
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